Parameter estimation and simulation for one-choice Ratcliff diffusion model
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ABSTRACT
One-choice reaction-time (RT) tasks are very popular in cognitive psychology to access and study cognitive and behavioral performance. The Ratcliff diffusion model is a powerful cognitive model based on the concept of evidence accumulation, a well-established phenomenon. Initially proposed for two-choice RT tasks, the model was recently adapted to one-choice RT tasks. The wide spread use of the model is restricted due to complexity involved in estimating the model parameters from data. Furthermore the current method for simulating the model is prohibitively slow. We propose improvements in the simulation process that considerably improves runtime. We also derive a closed form solution for the model and propose a maximum likelihood estimator to determine the parameters.
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1. INTRODUCTION
Mental chronometry, i.e. the use of reaction-time (RT) in perceptual motor tasks to infer the content, duration and temporal sequencing of cognitive operations is one of the most prevalent approaches in cognitive and experimental psychology. Considerable research has gone into developing methods for analyzing RT data. To draw inferences about mental processes researches initially relied upon summery statistics like mean, median and standard deviation of RT. It was soon realized that these measures fail to capture the complete RT distribution. RT distributions are notoriously skewed; ignoring the RT distribution shape can have detrimental effect on the analysis. The general trend has been to move away from the use of less informative summery statistics to distributional approaches. The Ratcliff diffusion model [1] has been especially successful as it not only provides a good model fit but also the model parameters are strongly tied to the underlying neuro-cognitive process [2]. It is a model of perceptual decision making which allows a fine-grained analysis of the cognitive processes underlying simple RT tasks and provides unambiguous interpretations of the parameters [3]. It assumes that perceptual decision-making follows the accumulation of evidence over a period of time, a principle supported by multiple experiments [4-7]. The model was initially proposed for a two-choice decision task [8] and has been applied successfully to experiments in many different fields. Despite its advantages, the adoption of the model in the research community had been slow due to considerable mathematical complexities in simulating and estimating the parameters of the model. Vandekerckhove et al. [9] suggested a general method for performing two-choice diffusion model analysis on experimental data to address the problem. The model was recently adapted to one-choice RT task [10]. While the single choice RT diffusion model is considerably simpler than the two-choice RT model; the estimation and simulation process described by Ratcliff et al. [10] can be considerably improved and simplified. We believe this will help researchers adopt and leverage a powerful model of perceptual decision making for single choice RT experiments.

2. THE RATCLIFF MODEL
Simple perceptual decision-making can be thought of as involving a decision and a non-decision component. The non-decision component comprises time spent encoding sensory input (pre-decision time) and time taken to execute a decision once it is taken (post-decision time) see Figure 1a. Critically, the evidence accumulation stage within the decision component can be modeled mathematically as a diffusion process component (see [11] for details). In the Ratcliff diffusion model, the non-decision time is assumed to vary from trial to trial according to a uniform distribution with mean \( T_{err} \) and width \( S_t \). The decision time is modeled using a single boundary diffusion process with a drift. Evidence is accumulated from starting point of 0 until it reaches the boundary at \( a \). The drift parameter is also allowed to vary across trials according to a normal distribution with mean \( \xi \) and standard deviation \( \eta \) (Figure 1b.).

The five parameters of the model \( \Theta = \{a, T_{err}, S_t, \xi, \eta\} \) do not uniquely identify the model [10]. For example the boundary parameter \( a \) can be scaled by equally scaling the drift parameters \( \xi \) and \( \eta \) without affecting the RT distribution. Ratcliff et al. [10] recommend using invariant parameter ratios \( (\xi / \eta, a / \xi) \) instead of the original parameters. Or the boundary parameter \( a \) can be normalized to a fixed value and only the rest four appropriately scaled parameters can be reported.
3. SIMULATION AND ESTIMATION

3.1 Existing methods

To simulate the model, the drift and non-decision time can be sampled from their respective distributions. The diffusion process is stochastic in nature and can be simulated using a random walk approximation with very small displacements $\Delta$ and small time intervals $\tau$. The process stops when the process reaches the boundary at $a$. At every step the probability of making a positive move (i.e. $+\Delta$) is $p$ and a negative move ($-\Delta$) is $1-p$. If the following conditions are satisfied:

$$\Delta = \sigma \sqrt{\tau} \quad \text{and} \quad p = \frac{1}{2} \left( 1 + \frac{\mu \tau}{\sigma} \right)$$  \hfill (1)

then the random walk converges to a diffusion process with drift $\mu$ and variance $\sigma^2$ under the limiting condition $\tau \to 0$ (see Cox and Miller, page 205 [12]). Note that $\sigma^2$ is volatility of the diffusion process which is different from inter-trial variance in drift $\eta^2$. It is another scaling parameter, the exact value of which can be ignored. We have fixed the value of $\sigma$ at 0.1 for all our analysis, which is a value used by previous researchers [8, 9]. The accuracy of the simulation depends on the value of $\tau$ which has a trade off with speed.

The parameter estimation processes described by Ratcliff et al. [10] relies on simulation based on random walk approximation and leaves several free parameters that can be altered depending on the data. To estimate the parameters $\Theta$ of the model, RT distribution is simulated and compared with RT data obtained from experiments using a $\chi^2$ goodness of fit. The process is started with an initial guess for the parameters using a Markov chain Monte Carlo maximum likelihood estimate [13] and utilized an iterative algorithm based on simplex minimization routine [14] to successively improve the model fit. For the simulation process 20,000 RTs per distribution are obtained. A step size of 0.5 ms for the random walk approximation is chosen. To fit the model to data, 0.05, 0.1, ..., 0.95 quantiles of the RT distribution is obtained. These quantile RTs are used to find the proportion of responses in the RT distribution from the model lying between the data quantiles which are multiplied by the number of observations to get the expected values ($E$). The observed values ($O$) are simply 0.05 multiplied by the number of observations. A $\chi^2$ statistic is then computed as $\sum (O - E)^2 / E$. The estimation process is summarized in Fig 2.
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**Figure 2:** Parameter Estimation Process described by Ratcliff et al. [10]

3.2 Improvements in simulation

Ratcliff et al. [10] suggested using random walk approximation to diffusion process because of lack of explicit mathematical solution to RT distribution with negative drift rates (which results from cross-trial variability $\eta$). It is known [15] that a diffusion process starting from origin with drift $\mu$ and volatility $\sigma^2$ with process termination boundary at $a$ has a distribution:

$$f(t|a, \mu) = \frac{a}{\sigma \sqrt{2\pi t}} e^{-\frac{(a-\mu \tau)^2}{2\sigma^2 \tau}}, t > 0$$  \hfill (2)

Which is an inverse Gaussian distribution. If drift is positive, then the process is guaranteed to terminate. On the other hand if drift is zero or negative ($\mu \leq 0$) then the process may never terminate and the distribution (2) becomes defective. In other words for negative or zero drift value, the process has a finite probability of never terminating and the point mass at infinity is:

$$P(T = \infty) = 1 - e^{\frac{2\mu}{\sigma^2}}, \mu \leq 0$$  \hfill (3)

Fast and efficient method of sampling from the inverse Gaussian distribution (2) exists [16]. Therefore samples can be generated much more efficiently and accurately when drift is positive without relying on random walk approximation. For most experiments the proportion of negative or zero drift is very small. By relying on the inverse Gaussian distribution for positive drifts and falling back on random walk approximation otherwise can
significantly improve simulation speed without compromising accuracy.

3.3 Improvements in estimation

The complete distribution for the model is a compound probability distribution which can be derived from (2). The resulting distributions are defective, but nonetheless can be used to get a maximum likelihood estimate of the parameters. Starting from standard diffusion process with drift \( \mu \) and volatility \( \sigma^2 \) originating at 0 with process termination boundary at \( a \), the distribution of RT is \( f(t) \). Now assuming \( \mu \sim N(\xi, \eta) \), the resulting compound distribution is given by:

\[
g(t|a, \xi, \eta) = \int_{-\infty}^{\infty} f(t|\mu) p(\mu) d\mu, \ t > 0
\]  
(4)

\[
g(t|a, \xi, \eta) = \frac{a}{\sqrt{2\pi t t_{0}}} e^{-\left(\frac{(a-t \xi)}{2\sigma^2 t t_{0}}\right)} , \ t > 0
\]  
(5)

The integration can be done by manipulating the quadratic forms in the exponents to yield:

\[
g(t|a, \xi, \eta) = \frac{a}{\sqrt{2\pi t + \eta^2 + \sigma^2}} \Phi - \frac{a^3 + 2at^2 + t^3}{\sigma^2 t + \eta^2 + \sigma^2}, \ t > 0
\]  
(6)

\[
G(t|a, \xi, \eta) = \begin{cases} 
1 - \Phi \left( \frac{a-t \xi}{\sqrt{t^2 + \eta^2 + \sigma^2}} \right) + \\
\frac{2a^3 + 2at^2 + t^3}{\sqrt{t^2 + \eta^2 + \sigma^2}} \Phi \left( \frac{a-t \xi}{\sqrt{t^2 + \eta^2 + \sigma^2}} \right), \ t > 0 
\end{cases}
\]  
(7)

Where \( \Phi \) is the cumulative distribution function of the standard normal distribution. In the Ratcliff model the distribution (6) is shifted because of the non-decision time. Let the shift in distribution be \( t_0 \). Then (6) can be appropriately modified to:

\[
g(t|a, \xi, \eta, t_0) = \begin{cases} 
\frac{a}{\sqrt{2\pi (t_0^2 + \sigma^2)}} \left( t_k = t-t_0, t_k > 0 \right) \\
0, \ t_k \leq 0
\end{cases}
\]  
(8)

As per the model \( t_0 \sim U \left( T_\text{er} - \frac{S_t}{2}, T_\text{er} + \frac{S_t}{2} \right) \), the resulting compound distribution will be:

\[
r(t|\theta) = \int_{T_\text{er} - \frac{S_t}{2}}^{T_\text{er} + \frac{S_t}{2}} g(t|a, \xi, \eta, t_0)p(t_0)dt_0
\]  
(9)

\[
r(t|\theta) = \left( \frac{1}{S_t} \right) \int_{t-T_\text{er} - \frac{S_t}{2}}^{t-T_\text{er} + \frac{S_t}{2}} g(t_k|a, \xi, \eta)dt_k
\]  
(10)

\[
r(t|\theta) = \left( \frac{1}{S_t} \right) \int_{t-T_\text{er} - \frac{S_t}{2}}^{t-T_\text{er} + \frac{S_t}{2}} g(t_k|a, \xi, \eta)dt_k
\]  
(11)

Equation (12) captures the defective probability density function for the one-choice Ratcliff diffusion model. Instead of relying on simulation, the model parameter \( \theta \) can now be estimated using a maximum likelihood estimate (MLE). Given a set of observation \( \{t_1, t_2, ..., t_n\} \) the log likelihood of parameter vector \( \Theta \) can be computed as:

\[
\ln L(\Theta|t_1, ..., t_n) = \sum_{i=1}^{n} \ln \left( r(t_i|\Theta) \right)
\]  
(13)

It is quite common to have censored data in one-choice RT task experiments due to limitation of time. If the experiment is censored at \( t = t^c \), and there are \( m \) censored observations along with \( n \) uncensored observations the log likelihood will be modified to:

\[
\ln L(\Theta|t_1, ..., t_n, t_{c1}, ..., t_{cm}) = \sum_{i=1}^{n} \ln \left( r(t_i|\Theta) \right) + m \ln \left( 1 - R(t^c_i|\Theta) \right)
\]  
(14)

The minimum negative log likelihood is estimated using interior-point algorithm [17]. \( R(t^c_i|\Theta) \) is computed using trapezoidal numerical integration. For starting the estimation process the boundary \( a \) is chosen randomly. Initial value of mean drift \( \xi^0 \) and mean non-decision time \( T^0_\text{er} \) is computed as:

\[
\xi^0 = \frac{3 \sigma^2}{\sqrt{\sigma^2 T^0_\text{er}}}, \quad T^0_\text{er} = \mu_{RT} - \frac{a}{\xi^0}
\]  
(15)

here \( \mu_{RT} \) is the mean and \( \sigma^2_{RT} \) is the variance of observed RTs. These expressions are obtained by assuming a specific condition in the model where \( \eta = 0, S_t = 0 \) (eq. (8)). The starting values of \( \eta \) and \( S_t \) can be chosen as a suitable fraction of \( \xi^0 \) and \( T^0_\text{er} \) respectively based on domain knowledge. We refer to the proposed estimator as MLE based estimator.

4. COMPARISON

4.1 Methods

The proposed simulation method which is a combination of inverse Gaussian and random walk simulation (from here on referred to as mixed simulation method) is compared with previously proposed method by Ratcliff et al. [10] relying solely on random walk approximation (from here on referred to as random walk simulation). Since, the modified simulation proposed partly relies on exact sampling method it is guaranteed to be more accurate than previously proposed method based on random walk approximation only. The estimators are compared both in terms of speed and efficiency. Both estimators are checked for any bias in estimation. To carry out the analysis we used six standard parameter sets as shown in Table 1.
Table 1. Standard parameter sets

<table>
<thead>
<tr>
<th>Set</th>
<th>$a$</th>
<th>$T_{ev}$ (ms)</th>
<th>$S_r$ (ms)</th>
<th>$\xi$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.09</td>
<td>150</td>
<td>30</td>
<td>1.1</td>
<td>0.20</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>170</td>
<td>40</td>
<td>1.0</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>190</td>
<td>50</td>
<td>0.9</td>
<td>0.30</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>210</td>
<td>60</td>
<td>0.8</td>
<td>0.35</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>230</td>
<td>70</td>
<td>0.7</td>
<td>0.40</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>250</td>
<td>80</td>
<td>0.6</td>
<td>0.45</td>
</tr>
</tbody>
</table>

For simulation 20,000 RT samples were generated for each set using both simulation methods. For the estimation analysis we chose all possible combinations of drift and variability in drift ($\xi$ and $\eta$) for each set from the table. This allows 36 combinations of $\xi$ and $\eta$ for each set in Table 1, i.e. a total of 216 estimations. The values for table 1 are arrived at based on observed estimated parameter values for 135 subjects on a Psychomotor Vigilance Task (PVT) before and after sleep deprivation. The PVT [18] is a one-choice RT task that normally runs for 10 minutes, and the subject is shown a display terminal on which a light appears randomly and a RT counter starts running to which the subject has to respond as soon as possible via a hand held switch. The interval after which a visual stimulus is shown is known as Inter-Stimulus Interval (ISI). In the standard PVT, ISI is distributed uniformly between 2 to 10 seconds. A 10 minute PVT typically results in $\approx 95$ responses. Set 6 represents a poorly performing subject while set 1 represents a very fast subject. To make the estimation process realistic, the RTs are generated by simulating a PVT. The proposed Ratcliff diffusion model simulator can be very easily adapted to simulate a PVT. Similar to a real PVT generated RTs are censored at $t = 10$ sec. Three sets of estimation are carried to represent 10 minute, 20 minute and 30 minute PVT session. The analysis is carried out on a 3GHz Intel Core 2 Quad CPU with 4 GB of RAM. The algorithms are implemented in Matlab R2010b and are vectorized for performance.

4.2 Comparison of simulation methods

For the simulation, the step size for random walk approximation is fixed at $\tau = 0.5$ ms. The simulations were censored at $t = 30$ sec. Fig. 3 shows the comparison between the two simulators for the 6 sets.

For higher values of drift $\xi$ and lower values of drift variability $\eta$ (set 1) the proportions of negative drifts in the simulation is very small. In such situations the proposed simulator is two orders of magnitude faster than relying solely on random walk approximation. Even for parameters with low value of drift and high value of variability (set 6) where the proportion of negative drift in the simulation is relatively high the proposed method is still an order of magnitude faster.

4.3 Comparison of estimation methods

For carrying out the $\chi^2$ based estimator as proposed by Ratcliff et al. we used the modified simulator. This is because the random walk approximation based simulator was prohibitively slow for carrying out estimations ($\approx 25$ min/estimation). The estimation speed for both is shown in Table 2. Table 3 summarizes the mean and standard deviation of error in estimation. Where error in estimation $e$ is defined as $e = \hat{\Theta} - \hat{\Theta}$. The estimates are unbiased based on a one sample t-test at significance level $\alpha = 0.05$. All parameters are scaled for a normalized boundary value $\alpha = 0.09$.

Table 2: Estimation speed

<table>
<thead>
<tr>
<th>Set</th>
<th>Total estimation time (for 216 estimations)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\chi^2$ based estimator</td>
</tr>
<tr>
<td>10 Min. PVT</td>
<td>12 Hours</td>
</tr>
<tr>
<td>20 Min. PVT</td>
<td>12 Hours</td>
</tr>
<tr>
<td>30 Min. PVT</td>
<td>10 Hours</td>
</tr>
</tbody>
</table>

Table 3: Estimation Efficiency

<table>
<thead>
<tr>
<th>Set</th>
<th>Parameter</th>
<th>$\chi^2$ based estimator</th>
<th>MLE based estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 Min. PVT</td>
<td>$T_{ev}$ (ms)</td>
<td>$-1.17 \pm 10.8$</td>
<td>$-0.8 \pm 15$</td>
</tr>
<tr>
<td></td>
<td>$S_r$ (ms)</td>
<td>$-1.2 \pm 18.8$</td>
<td>$0.9 \pm 15.5$</td>
</tr>
<tr>
<td></td>
<td>$\xi$</td>
<td>$-0.009 \pm 0.128$</td>
<td>$-0.003 \pm 0.142$</td>
</tr>
<tr>
<td></td>
<td>$\eta$</td>
<td>$-0.005 \pm 0.089$</td>
<td>$-0.003 \pm 0.093$</td>
</tr>
<tr>
<td>20 Min. PVT</td>
<td>$T_{ev}$ (ms)</td>
<td>$-0.94 \pm 9.8$</td>
<td>$1.4 \pm 14$</td>
</tr>
<tr>
<td></td>
<td>$S_r$ (ms)</td>
<td>$-1.2 \pm 18$</td>
<td>$0.9 \pm 13.4$</td>
</tr>
<tr>
<td></td>
<td>$\xi$</td>
<td>$-0.008 \pm 0.102$</td>
<td>$-0.001 \pm 0.124$</td>
</tr>
<tr>
<td></td>
<td>$\eta$</td>
<td>$-0.006 \pm 0.085$</td>
<td>$-0.008 \pm 0.065$</td>
</tr>
<tr>
<td>30 Min. PVT</td>
<td>$T_{ev}$ (ms)</td>
<td>$-0.25 \pm 8.8$</td>
<td>$0.33 \pm 13.5$</td>
</tr>
<tr>
<td></td>
<td>$S_r$ (ms)</td>
<td>$1.4 \pm 18.5$</td>
<td>$1.0 \pm 11.9$</td>
</tr>
<tr>
<td></td>
<td>$\xi$</td>
<td>$-0.007 \pm 0.091$</td>
<td>$0.0002 \pm 0.09$</td>
</tr>
<tr>
<td></td>
<td>$\eta$</td>
<td>$-0.006 \pm 0.08$</td>
<td>$0.003 \pm 0.06$</td>
</tr>
</tbody>
</table>

The efficiency of both the estimators is similar, although the proposed simulator is an order of magnitude faster and much simpler to implement.

5. CONCLUSIONS

The one choice Ratcliff diffusion model is a powerful model of perceptual decision making. The availability of simple simulation
and estimation methods is essential for the clinical community to fully leverage the model for real world applications. We brought to notice the simple observation that the simulation time can be considerably improved by switching between sampling from inverse-Gaussian distribution for positive drifts and falling back on random walk simulation for negative or zero drifts. The novelty of the paper lies in deriving a closed form solution for the model which did not exist earlier in literature. The closed form solution for the model can help gain insights into one choice perceptual decision making and help design more efficient and fast estimators. We used the maximum likelihood estimator, which is a well-established method for parameter estimation to show that the estimated parameters based on the close form solution are in close agreement with previous method based on data fitting. The estimation speed of the MLE based estimator is at least an order of magnitude faster while maintaining the same level of efficiency compared to previously proposed method. The performance of the estimator is not tested in the presence of noise and contaminant reaction times (see [19] for details). Therefore, when applied to clinical data we recommend using the proposed closed form solution based MLE in conjunction with \( \chi^2 \) based estimator to fine tune the estimated parameters. This will allow for both quick and reliable parameter estimates.
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